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Sidelobe Canceling for Reconfigurable Holographic
Metamaterial Antenna

Mikala C. Johnson, Steven L. Brunton, Nathan B. Kundtz,
and J. Nathan Kutz

Abstract—Accurate and efficient methods for beam-steering of holo-
graphic metamaterial antennas is of critical importance for enabling
consumer usage of satellite data capacities. We develop an algorithm capa-
ble of optimizing the beam pattern of the holographic antenna through
software, reconfigurable controls. Our method provides an effective tech-
nique for antenna pattern optimization for a holographic antenna, which
significantly suppresses sidelobes. The efficacy of the algorithm is demon-
strated both on a computational model of the antenna and experimentally.
Due to their exceptional portability, low-power consumption, and lack
of moving parts, holographic antennas are an attractive and viable tech-
nology when combined with proven software-based strategies to optimize
performance.

Index Terms—Holography, satellite antennas, sidelobe canceling.

I. INTRODUCTION

The reconfigurable holographic metamaterial surface antenna
(MSA) is an emerging technology for satellite communications.
The MSA is a low-power device that is flat, thin, and lightweight.
Moreover, it achieves active electronic scanning without any mechan-
ical moving parts. However, in order to operate across its entire
dynamic-scanning range, the antenna must be able to scan reliably
without unacceptable levels of far-field radiation in undesired direc-
tions (sidelobes). It is therefore mandatory to suppress the production
of sidelobes in a robust fashion while still preserving a strong main
beam. We develop an optimization algorithm for the far-field pattern
of an MSA that addresses these issues. Specifically, we demonstrate
an algorithm for sidelobe suppression in software without resorting to
nonadaptive hardware modifications.

Hardware developments for MSAs have recently undergone major
innovations [1]–[3]. These works demonstrate the viability of building
a metamaterial Ka-band antenna using existing materials and pro-
cesses. However, the hardware antenna is only part of the system
needed as the antenna also must have software control algorithms to
achieve optimal beam performance, being able to tailor, in a rapid
and robust fashion, the radiation pattern of the antenna to achieve
the desired characteristics that include a high peak gain, acceptable
beamwidth, and sidelobe suppression.

In this paper, we address the problem of sidelobe suppression for
a holographic antenna. Section II covers the background for classi-
cal antenna sidelobe cancelation and holographic antennas. Section III
describes the antenna system and computational model used to pre-
dict the behavior of the antenna investigated in this work. Section IV
presents the algorithm developed for sidelobe reduction. Finally, in
Section V, results demonstrating the efficacy of the algorithm on both
the computational model and on experimental hardware are exhibited.
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We then conclude the paper with discussion of the possibilities that our
proposed control strategy provides.

II. BACKGROUND

A. Sidelobe Cancelation in Arrays

Sidelobe cancelation has a rich history in the academic literature as
well as in practice. Several patents were issued for device configura-
tions for sidelobe cancelation in the mid-1960 s [4]–[7]. Additionally,
there are many previous works in sidelobe cancelation of digital
beamforming networks [8]–[10].

However, unlike the operating principles of the metamaterial
antenna, these early works dictate the use of spatially separate arrays
and assume that the signal from each antenna comprising the array is
separable, i.e., each element of the beamformer has its own transceiver
chain consisting of amplifier, filter, mixer, etc. During the processing of
the signal from each individual receiver, the interference signal is sub-
tracted from the reference, and thus the unwanted information received
from sidelobes is suppressed, an approach due to Widrow [11].

The holographic antenna, on the other hand, is engineered to treat
the pattern and the control of the antenna in aggregate. The problem
of sidelobe cancelation via software control under this condition has
not, to the best of the authors’ knowledge, been considered. In this
work, we develop and demonstrate an effective extension of Widrow’s
cancelation technique to the holographic antenna.

B. Holographic Antennas

A microwave holographic antenna was first demonstrated by
Checcacci, Russo, and Scheggi in 1970 [12]. Particularly interesting
in their work, in light of the aims of the present work, is that their
first interest beyond creating a beam-forming antenna was to reduce
the “zeroth order” aberrations in the holographic image. They do not
call these aberrations sidelobes, although that is what they are. They
understood these aberrations to be errors in the holographic recording
and addressed them accordingly by varying the approximation
(pixelation and quantization) of the holographic recording to reduce
this zeroth order.

Holographic antennas have been under development more intensely
since the early 2000s since new materials better suited to the record-
ing of RF holograms have been increasingly available. There have
been several disparate approaches to realizing efficient holographic
antennas, these include static artificial impedance surfaces [13]–[15],
passive leaky-wave holographic antennas [16] (and the references
therein), reconfigurable artificial impedance surfaces [17]–[20], and
reconfigurable metamaterial antennas [21], [22] (the technology for
which we develop our sidelobe reduction method). This literature on
holographic antennas, heretofore, focuses on designing and improving
the hardware devices that can accomplish the recording and illu-
mination of a microwave hologram; these works do not consider
optimization of the beam in control. We specifically address optimiza-
tion of the reproduced holographic image in software control in the
presence of the hardware limitations.

III. ANTENNA ARCHITECTURE AND BASIC CONTROL

A. Metamaterial Antenna

The MSA technology architecture is composed of a planar array
of thousands of discrete, voltage-tunable meta-atoms (equivalently,
unit cells, resonant cells, or resonators) packed closely together in
a rectangular array and fed by the TE10 mode wave propagating in

a rectangular waveguide beneath the elements [see Fig. 1(a)]. This
structure leads to several characteristics that must be considered when
approaching optimization of the radiation pattern.

First, a metamaterial antenna capable of closing a link with a satel-
lite must have enough surface area to attain high enough gain. To
achieve this basic performance requirement, the antenna is of the
approximate dimensions shown in Fig. 1(a), and thus is composed of
more than 10 000 continuously and individually controlled unit cells.
The control of each cell varies the amplitude of scatter of the cell from
a minimally excited state to a maximally excited state as the voltage
tunes the resonant frequency of the cell. It is impractical and infeasi-
ble to try random controls, e.g., a genetic algorithm, in search of good
control patterns.

Apart from the large number of cells, each meta-atom resonant cell
responds nonlinearly in both phase and amplitude to its control. The
cells do not display independent amplitude and phase modulation as
a phased array would, but instead the amplitude and phase shift occur
simultaneously as the control is changed. This resonant behavior is
sensitive to manufacturing tolerances.

The coupling between the elements and the coupling between all the
elements simultaneously with the underlying guided feed wave further
complicates control. All elements are simultaneously slightly changing
the feed wave based upon the applied controls. We refer the reader to
[23] for more detailed analysis of the types of nonlinear coupling in
this antenna system.

A circuit-schematic description of these complex coupled physics
of the array is shown in Fig. 1(c). This image shows the traveling
feed wave and the cells coupled to the waveguide. It also indicates
the phase-shift from the underlying carrier phase due to the resonance
of the cells.

A discrete dipole approximation-based model (DDA model) of the
metamaterial antenna captures the effects mentioned above and has
been demonstrated to more accurately predict the far-field radiation
pattern of the antenna than other, simpler models typically used in
metamaterial modeling, while being fast enough for algorithm exper-
imentation and development [23]. The discrete-dipole approximation
discretizes and solves the Maxwell field equations by assuming that
each meta-atom is replaced by a dipole with a single complex polariz-
ability (the polarizability of the cell being dependent on the controlled
state of the resonator). The simultaneous interaction of the fields of all
the approximate dipoles among themselves and with the feed wave is
solved for, and the resulting dipole polarizations are used to predict
the far-field pattern of the array. Refer to [23] for further details on the
advantages, properties, and parameters of this model.

In this work, we use a DDA model of the metamaterial antenna
of the type described in this section to develop and demonstrate
our beam pattern optimization algorithm. The DDA model enables
us to accurately predict the characteristic beam patterns of an ideal
(manufacturing error-free) antenna. The ability to predict the charac-
teristic patterns and the affect of changes in the control patterns allow
us to use the model for the development of algorithms to improve the
beam performance. However, it is not possible to take the control sig-
nals produced by the algorithm on a simulated antenna and transplant
them to a fabricated antenna. The real world processes of building
and controlling the antenna introduce enough variations that simple
translation of patterns is suboptimal. Yet, the algorithm to improve
the pattern, which permits the antenna to improve itself, is directly
translatable between simulation and practice. The accuracy levels of
both the DDA model and fabricated antennas enable us to design
algorithms, but do not enable us to optimize control signals purely in
simulation, as yet.
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Fig. 1. (a) Example design of the reconfigurable holographic metamaterial antenna (RHMA) with exemplar dimensions and a close-up view of a small number
of the arrayed tunable, meta-atoms (b) Holographic images on the surface of the array, when illuminated by an underlying feed wave, produce a coherent beam.
Different images, encoded in the array by the control applied to each meta-atom, produce beams in different directions. (c) The physics of the metamaterial
antenna. The input carrier wave traverses the waveguide, and the meta-atom cells couple energy out of the feed. Further, the cells produce simultaneous amplitude
and phase-shift as a function of their control. (d) (top row) Simulated far-field results of the algorithm iteratively targeting different sidelobes while continuously
creating a main beam in the direction of 25.7◦ θ. (bottom row) Representation of the simulated results in a mobile application, which is a technological goal of
the RHMA system.

B. Holographic Control Theory

Here, we describe basic beamforming control strategy from a holog-
raphy viewpoint upon which the optimization algorithm builds. The
theory of holography is to encode on a surface (in this case, the
antenna) an image such that when the surface is illuminated by a
specified reference wave, the viewer sees a complete version of the
originally recorded image in 3-D space.

In the case of an MSA, the desired 3-D image is a spherical wave
emitted by (or converging upon) a point source in the far-field (the
satellite). This propagating wavefront appears as a plane-wave on the
flat surface of the antenna on earth. The illuminating reference wave
is the wave that lights up the meta-atom resonators, the propagating
electric-field in the waveguide

Ψobj(r; θ0, φ0) = exp(−ikf (θ0, φ0) · r) (1)

Ψref(r) ≈ exp(−iks · r) (2)

where Ψobj is the desired far-field wave and Ψref is the illuminating
wave in the waveguide. kf (θ0, φ0) is the desired directional complex
propagation vector in free space, ks is the complex propagation vector
of the reference wave. In particular, we are interested in coordinates r
that are on the surface of the antenna.

Note that (2) assumes that the illumination is from an ideal travel-
ing wave within the waveguide; it assumes that the control pattern does
not change this propagation (nor does anything else) and that there is

no phase shift between the underlying traveling wave and the radiated
energy due to the resonant behavior of the cells. Both of these assump-
tions are false, but provide a useful approximation. In fact, the above
assumption is accurate enough to ensure that the main beam points in
the intended direction. The problem is the resolution of the rest of the
pattern, i.e., the unintended sidelobes induced by the inaccuracy.

The interference of the object and reference wave is
defined by

Ψintf =: ΨobjΨ
∗
ref . (3)

This interference pattern is recorded on the antenna by control-
ling the properties of the individual meta-atoms, such that when the
interference pattern is lit up by the original reference wave, we obtain

ΨintfΨref ∝ Ψobj|Ψref |2. (4)

That is, the result has an amplitude proportional to the input wave, and
it points in the direction of the object beam.

To record the image, we take the strategy of turning on cells where
the reference wave displays the correct phase of the object wave and
turning off cells where the reference wave displays an incorrect phase.
This strategy is parameterized mathematically by

m(rn; θ0) =
�(Ψintf ) + 1

2
(5)
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where �(Ψintf ) indicates the real part of the complex interference
pattern.

This resulting real-valued control is a shifted and scaled cosine
wave, cos((ks − kf (θ0, φ0)) · r). A depiction of sinusoidal control
patterns producing different beams is shown in Fig. 1(b). Control pat-
terns of different length period produce different beams. According to
the parameterization, 1 corresponds to tuning a cell to a state of max-
imal scatter while 0 corresponds to a state of minimal scatter, and a
value in between (0, 1) linearly corresponds to a proportional amount
of scatter between minimal and maximal.

Sidelobes may be produced by a myriad of causes including the dis-
tance between elements, the finite array size, and errors in the reference
wave due to the application of the controls. Yet, from many computa-
tional experiments and from measurement of devices, we have found
that the largest sidelobes come from harmonics in the cosine wave con-
trol induced by the phase-shifting effect of the resonant elements; the
Discrete Fourier transform of the sampled modulation pattern shows
a large spike in the Fourier frequency associated with the desired far-
field pointing angle, but also higher order harmonic content as well.
The algorithm presented next is especially useful for these harmonic
lobes, though it can be effective for some other types of sidelobes as
well.

IV. ALGORITHM

The sidelobe targeting algorithm starts from the control strategy that
was derived in Section III-B and is given in (5), step 1 in Fig. 2.

The initial control pattern for an array scanning to the angle θ0, φ0 is

m(rn; θ0, φ0) =
cos((ks − kf (θ0, φ0)) · rn) + 1

2
. (6)

The algorithm to reduce particularly high-energy sidelobes destruc-
tively interferes a second “main beam” with the targeted sidelobe. In
control, it amounts to mangling the original single-tone cosine wave
by superimposing the auxiliary control pattern to produce the image of
the sidelobe upon it. The effect will be a two-toned (or multitoned if
more than one sidelobe is targeted) control waveform.

The parameterized control pattern which reduces a sidelobe at a
given sidelobe angle (θ1, φ1) is a renormalization of the weighted sum
of the original control pattern and the auxiliary control pattern

msum(rn; θ0, φ0) = cos((ks − kf (θ0, φ0)) · rn)
+ α1 cos((ks − kf (θ1, φ1)) · rn + ϕ1) (7)

Then, msum is normalized to a parametric value such that 0 ≤
msum ≤ 1 for all rn.

This parametric value is implemented in control on the elements
of the antenna as indicated in Section III-B. Note that, there are two
parameters in addition to the scan angle (θm, φm) for each of the M
auxiliary cosine waveform control patterns that are added to the base
modulation pattern to target each of the M sidelobes of interest.

The two parameters to be optimized are a linear weight, αm, and
a phase-offset, ϕm, of the auxiliary waveform, see steps 5 and 6 of
Fig. 2. The phase-offset must be correctly defined such that the newly
produced lobe is 180◦ out of phase with the original sidelobe, while
the weight must be selected to sufficiently reduce the sidelobe.

We numerically investigated the parametric geometry for a sim-
ulated 260 cell single-strip antenna when maximal reduction of the
targeted sidelobe is the optimization criteria. This DDA model simu-
lated antenna consists of a single row of meta-atom resonators fed by a
single rectangular waveguide channel propagating a TE10 mode. The
simulated array consists of a total of 260 meta-atom resonators spaced
at λ/5, and simulations were performed at 30 GHz, which is above

Fig. 2. Flowchart of sidelobe reduction algorithm. HWI stands for holographic
wave interference, see equation 3.

Fig. 3. Sidelobe level as a function of (left) amplitude of auxiliary pattern and
(right) phase-offset of auxiliary pattern for the example of an array pointing at
−30◦ and targeting a sidelobe at +4◦.

the upper resonance of all unit cells. The resonators possess a tuning
bandwidth of 10%. We found that the control pattern parameter space
is smooth with respect to each parameter independently. That is, fix-
ing ones parameter, the sidelobe level varies smoothly with the second
parameter. Fig. 3 shows two representative curves. The left image of
Fig. 3 shows the sidelobe level when the phase-offset of the auxiliary
pattern is fixed (at 2◦) and the weight is varied from 0 to −1; the side-
lobe level varies smoothly and has a single minimum. Similarly, the
right plot of the figure shows smooth variation of the sidelobe level
when the weight of the auxiliary pattern is fixed at −0.27, and the
phase is varied through all 360◦.

The phase and weight are well-behaved and could be defined ana-
lytically if it were true that both the simulated, ideal system, and
fabricated system had linear physics. However, there are many levels
at which nonlinearities are introduced both in theory and practice from
build tolerances (fabrication), inexact characterization (fabrication),
inexact modeling (simulation), complex coupled interactions (simu-
lation and fabrication), and, most importantly, the application of the
controls themselves (simulation and fabrication). So, it is not to be
expected that linear superposition of the two patterns should work for
sidelobe canceling. It is also not to be expected that the cancelation of
a sidelobe should leave the rest of the pattern unaffected or the main
beam intact.

In the face of the inability to know a priori what the optimal
sidelobe-reduced pattern should be, we use a backtracking line search
in conjunction with a gradient descent method to iteratively optimize
one parameter at-a-time. We investigated alternating optimization of
the two parameters to obtain a “simultaneously” optimized result.
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However, such an algorithm converged with a greater number of
iterations, making it less attractive.

It is difficult to compare the complexity or the time-to-optimization
of this algorithm to other works for two reasons. First, as noted before,
no other work has addressed software control of a reconfigurable meta-
material antenna. Second, we may look to compare with phased array
optimization techniques in which they seek to assign optimal weights
(amplitude, phase, or both) for main beam scan and sidelobe control.
This literature encompasses a wide variety of methods including both
parametric and nonparametric methods [24]–[26]. However, the fact
that the meta-atoms are resonant, and the response to the control is
complex means that even if we knew exactly what phase and ampli-
tude we desired, we still have the problem of finding the control which
affects that desired distribution. These are problems of both the simu-
lated antenna and the fabricated antennas, which points us, once more,
toward developing an algorithm. To develop and test the algorithm,
we employ the DDA model of the antenna, and then we use the algo-
rithm rather than the model-optimized control values on a fabricated
device. This approach permits each individual device to improve its
own pattern in spite of variations. The method presented here is of par-
ticular value because it guarantees reduction of any targeted sidelobe,
learning optimal controls for whole antennas in the presence complete,
complex, manufactured-antenna physics.

V. RESULTS

Results are presented here from using the algorithm of Section IV
both on a simulated antenna and on a fabricated device. That is, the
entire algorithm is applied in each scenario rather than using the algo-
rithm to optimize in simulation and then transcribing control values
to the device. These results show the ability of the algorithm to itera-
tively and significantly reduce undesired sidelobes while not degrading
the rest of the far-field pattern.

Fig. 1(d) shows iterative sidelobe targeting for the simulated 260-
cell 30 GHz single-strip antenna simulated with a DDA model (the
same antenna model described in the previous section). The main beam
points to 25.7◦ θ, and the algorithm reduces 5 sidelobes at −31.1◦,
−62.0◦, −64.6◦, −27.9◦, and −60.3◦, in order. It reduces each of
these sidelobes by 17.62, 3.98, 4.43, 8.92, and 1.87 dB, respectively.
The algorithm successfully reduces the original pattern whose first
sidelobe was only 8 dB down from the main beam, and produces a
pattern where all sidelobes are more than 22 dB down.

Fig. 1(d) also shows a physical representation of what these antenna
patterns mean in a mobile use-case. The antenna is placed on the top
of a vehicle, and the arrows show where the primary energies of the
antenna are pointing. As the algorithm progresses, the sidelobes shrink
rapidly until we are left mostly with just a main beam in the desired
direction. The antenna is no longer at risk of interfering with other
satellites’ transmissions nor at risk of receiving unacceptable levels of
noise.

The pattern after running the algorithm to cancel sidelobes, as one
might anticipate from the intentional distortion of the ideal single-tone
cosine wave control, will suffer a small reduction in peak gain. This is
intuitively understood, since small amounts of the radiated energy are
being directed away from the main beam to point in the direction of the
sidelobe. However, this reduction has been seen in experiment to be
slight in comparison to the large drop in sidelobe amplitude since the
original control waveform will still dominate, (see Fig. 4). Fig. 4 shows
the gain reduction as a function of the number of sidelobes killed-
off for several trials of the algorithm on the DDA-modeled antenna
strip. The gain drops significantly with the first targeted sidelobe and
then degrades more slowly as further sidelobes are targeted. This is
largely due to the fact that the first sidelobe targeted is the largest,

Fig. 4. (a) Cumulative reduction in gain (dB) as a function of the number of
targeted sidelobes over 13 trials at equally spaced scan angles between −30◦ θ
and +30◦ θ with the average reduction (square) and the reduction for the scan
angle 25.7◦ with complete results shown in Fig. 1(d).

Fig. 5. Measured results from a 96-cell single-channel aperture. The aperture
controlled to point to 0◦ θ (broadside) and the algorithm was used to reduce the
first two sidelobes at −4◦ (by ≈ 8 dB) and +5◦ degrees (by ≈ 6 dB). (Top)
Entire visible angular region and (bottom) enlargement of the main beam and
targeted sidelobe region.

and the weight α which is optimal to reduce this sidelobe is much
larger than the weight necessary for a smaller sidelobe. Thus, with the
first, large sidelobe, the auxiliary pattern skews the primary pattern
much more heavily than any subsequent addition. Note, however, that
the gain reduction is significantly less than the improvement in the
sidelobe level.

Importantly, Fig. 5 shows the results of using this algorithm on a
fabricated antenna to iteratively develop a control pattern that yields
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an improved far-field pattern. This antenna is an even smaller single-
strip prototype. This antenna has only 96 cells, but possess the same
operating characteristics, namely, operation at 30 GHz equally spaced
cells at λ/5 and an individual resonator tuning bandwidth of 10%. The
antenna is commanded to scan to broadside (0◦ θ), and the first two
sidelobes, first −4◦ and then +5◦, are reduced with the cancelation
algorithm. The −4◦ sidelobe was reduced by approximately 8 dB, and
the +5◦ sidelobe was reduced by approximately 6 dB. Note that, the
rest of the pattern is relatively unperturbed, and in some place is notice-
ably improved even though those sidelobes were not targeted. Also
note that, after the −4◦ lobe is targeted, the +5◦ sidelobe correction
did not degrade, the −4◦ sidelobe improvement by much. Since the
modulation patterns are independent, they only effect specific spatial
points.

VI. CONCLUSION

This paper addresses sidelobe cancelation for the optimization of
the radiated far-field pattern of a holographic metamaterial antenna.
This paper is a first work on the topic: providing an efficient and robust
algorithm for optimizing performance of an MSA. An algorithm to
reduce sidelobes was introduced and was successfully demonstrated
for both the modeled system and in experiment.

There are several directions to extend this work including explor-
ing methods for full planar aperture optimization. First, the algorithm
could be immediately applied on a full aperture as implemented on the
single channel, adding the complete 2-D wave interference control pat-
tern of a sidelobe to all the channels of the aperture, simultaneously.
This would maintain exactly the same complexity as the 1-D case (two
additional parameters for every sidelobe targeted). However, a second
approach would be to attempt to exploit adjacent rows for cancella-
tion of sidelobes introduced by other neighboring rows. This could
prevent main beam gain degradation, but would introduce complexity
that scales linearly with the number of channels.

Perhaps, of the greatest interest, however, is using this optimization
algorithm for real-time control and adaptation in the field, appro-
priately using modeled predictions and feedback from the antenna’s
sensors, and the satellite communications hub to optimize the pattern
on-the-fly. Modeled results along with historical data could be used
to provide excellent starting points for the optimization with feedback
from the hub allowing for live updating and optimization of the control
pattern.
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